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Abstract 4 

During tsunami inundation coastal structures are subject to hydrostatic and hydrodynamic 5 

forces from the run up and run down and to impact forces from floating debris that is picked up 6 

by the flow. A new chapter in the upcoming revised U.S. design load standard covers these loads. 7 

To illustrate the application of this methodology for impact loading, it is applied to the 8 

determination of shipping container impact loads for locations in Hilo, Hawaii. The steps 9 

include: the identification of the tsunami design zone, the computation of the shipping container 10 

impact hazard region, and the computation of the design flow velocity and depth within that 11 

region. The flow velocity is used to determine the design impact force for the structure, and the 12 

depth is used to define up to what height impact must be considered. The standard provides a 13 

new, relatively simple ‘energy grade line’ (EGL) method that can be used to obtain estimates of 14 

these quantities. Because the method has not been widely validated within the archival literature, 15 

the results of the method are compared with results from a two-dimensional tsunami inundation 16 

simulation. A simple extension is proposed that can improve the results of the EGL. The paper is 17 

meant to provide a reference for those applying these provisions in practice, as well as to indicate 18 

areas for improvement. 19 

Introduction 20 

The on-shore flow during tsunamis transports a significant amount of debris. Larger debris, 21 

such as wood utility poles and logs, shipping containers, and marine vessels, can provide a 22 

significant impact force to on-shore structures during collision. Building codes and standards, if 23 

they consider debris impact events on structures as a result of tsunami and/or flooding, typically 24 
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suggest the application of procedures based on simple rigid body impact; see, e.g., ASCE (2010) 25 

and USACE (2006). Guidance on debris impact loads in ASCE 7-10 (ASCE 2010) is relegated to 26 

the commentary to that standard. Although that guidance is based on impulse-momentum for 27 

rigid body impact, it relies heavily on the experimental work by Haehnel and Daly (2002, 2004) 28 

on impact by woody debris. Recently, a significant amount of experimental and numerical 29 

research has been carried out on the impact forces related to tsunami debris such as poles, logs, 30 

and shipping containers (Yeom et al. 2009; Nouri et al. 2010; Madurapperuma and 31 

Wijeyewickrema 2012; Como and Mahmoud 2013; Piran Aghl et al. 2013; Naito et al. 2014; 32 

Piran Aghl et al. 2014a,b; Riggs et al. 2014; Ko et al. 2015; Piran Aghl et al. 2015). This later 33 

work has allowed the development of more physically-realistic models. The rigid body impact 34 

model appears to have been abandoned for the most part; the debris and, in some cases the 35 

structure, are treated as flexible. 36 

An important aspect of debris impact is the probability of impact for a given site. Relatively 37 

little work has been done in this area. Some initial experimental studies have been undertaken to 38 

understand debris transport and dispersion onshore; see for examples, Rueben et al. (2011) and 39 

Yao et al. (2014). Some systematic work based on post-event surveys has also been carried out 40 

(Naito et al. 2014). However, the state-of-art is insufficient to quantify the risk of debris impact 41 

for a given site.  42 

Currently, there is no U.S. national standard for either hydrodynamic loads or debris impact 43 

loads as a result of tsunamis. The American Society of Civil Engineers (ASCE) develops the 44 

U.S. design load standard ASCE 7, “Minimum Design Loads for Buildings and Other Structures” 45 

(ASCE 2010). The 2016 edition of the standard will include a new chapter on tsunami loading, 46 

which will apply to coastal regions of California, Oregon, Washington, Alaska and Hawaii. It 47 

includes hydrodynamic loads and debris impact loads, as well as effects such as scour. The debris 48 

impact loading provisions have been developed based on much of the previously mentioned 49 

recent research. Herein, reference to the ‘standard’ is to this new chapter of ASCE 7-16, and 50 

reference to the ‘commentary’ is to the commentary for this chapter. Although the standard is 51 

currently being published, many of the provisions in the standard have appeared elsewhere. 52 

Recent references are Chock (2015) and Carden et al. (2015), and an earlier reference is Chock 53 

(2012). A preliminary examination of the ASCE method for debris impact is presented in Riggs 54 

et al. (2015). 55 
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If a site is near a shipping container yard, the proposed ASCE 7 standard specifies a 56 

procedure to determine if impact by shipping containers, which can easily float if closed, must be 57 

considered in the structural design. While these provisions will affect a relatively small 58 

percentage of the overall buildings subject to tsunamis, the design impact loads can be quite 59 

large and they therefore may be significant for buildings that are affected. The procedure to 60 

determine the susceptibility to container impact involves a number of separate steps. While the 61 

steps are neither computationally nor theoretically difficult, they will be unfamiliar to most 62 

engineers faced with applying the standard. Furthermore, depending on the circumstances, 63 

engineering judgment may be required to obtain the design loads, especially in regards to 64 

determining the design flow depth and velocity. An understanding of the source of the 65 

provisions, the reasons for the assumptions, and the general methodology used to obtain the 66 

background data will enhance the quality of these judgments. This paper is meant to contribute to 67 

this understanding.  68 

The tsunami loading provisions do not apply to all buildings. The standard defines four 69 

Tsunami Risk Categories, which are the risk categories defined in the existing standard with 70 

some modifications. The tsunami loading provisions apply to Tsunami Risk Categories III and 71 

IV, and, when required by the local building code, to a few (tall) buildings in category II. It is 72 

assumed herein that the target building is in a risk category that requires tsunami loads to be 73 

considered. In that case, the following steps are required to apply the tsunami provisions for a 74 

given building site: 75 

1. Determine if the site is subject to flooding from tsunami 76 

2. Determine the maximum flow depth and flow velocity at the site 77 

3. If the site is near a discrete source of debris, such as a shipping container yard, determine 78 

the debris impact zone of the debris source and determine if the site is in the zone 79 

4. Use the flow velocity and depth to calculate the design impact loads and the locations at 80 

which those loads must be applied 81 

In the next several sections, each of these steps is illustrated. To demonstrate the application 82 

of the provisions, they are applied to the vicinity of a container yard at Hilo Harbor, Hawaii. 83 

However, the approaches and discussion are kept general and therefore will be of interest to 84 
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practicing engineers faced with applying the standard to other regions. The determination of the 85 

maximum design flow depth and flow velocity is key to obtaining the design impact forces. One 86 

approach to obtain these is through a site-specific inundation analysis. However, the standard 87 

allows the use in many cases of a much simpler method. That method is used herein to 88 

demonstrate its use, and the results are compared with values from a site-specific analysis to 89 

determine its performance for the Hilo region in the context of impact loading. A straightforward 90 

modification of the method is proposed to improve the results.  91 

The methodology reported herein will be applied by practicing engineers, and a major 92 

objective is to illustrate its application. One unique aspect of the present work is that rather than 93 

consider a single building site, the impact forces at a number of locations are determined. This 94 

allows contour lines of impact force to be drawn for the impact zone of the container yard. While 95 

this is more work than application to a single site, it might be useful in practice for site selection 96 

purposes and for urban planning. 97 

Tsunami Design Zone 98 

Based on site-specific tsunami inundation modeling for the maximum considered tsunami 99 

for a given locale, ASCE has produced maps that show the extent of inundation (inland extent of 100 

the water flow) for much of the populated coasts of the five affected states. If an area does not 101 

have an inundation map, the standard specifies a procedure to estimate the runup based on the 102 

offshore wave height, which is provided for all locations. In addition, it is anticipated that state 103 

and local jurisdictions will produce additional inundation maps. The area between the shore and 104 

the inundation limit is defined as the Tsunami Design Zone (TDZ). The ASCE inundation data 105 

(area of inundation and runup data along the inundation limit) will be available on an ASCE 106 

website (the ASCE website is not public at the time of writing). The first step is to obtain from 107 

this site the kmz file (keyhole markup language zipped) that shows the TDZ for the specific area. 108 

Figure 1 depicts the TDZ for Hilo using Google Earth (Google 2015) (Although this TDZ is 109 

based on the final ASCE inundation modeling, the TDZ illustrated in this paper is preliminary 110 

and minor details may exist between it and the final TDZ). Due to the topography and the 111 

characteristics of the inundation, dry pockets are present in the TDZ. It is a simple matter to 112 

determine if a given building site is in the TDZ. The kmz file also contains the longitude, 113 

latitude, and simulated tsunami runup height (i.e., the water elevation relative to a specified 114 
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datum) for discretized points along the inundation limit; see Figure 2. These data are required 115 

input to the procedure to obtain the water depth and flow velocity within the TDZ, as explained 116 

subsequently. 117 

Maximum Flow Depth and Maximum Velocity 118 

Assuming the building site is in the TDZ, the next step is to determine the maximum design 119 

flow depth and flow velocity for the site. If the maximum flow depth is less than 0.914 m (3 ft), 120 

the standard does not require debris impact to be considered. The rationale for this is that many 121 

important types of debris will interact significantly with the ground in smaller water depths, and 122 

that because of the already small flow velocities, impact forces are expected to be relatively 123 

small. At greater flow depths it is assumed that debris will move at the flow velocity. The 124 

standard allows two approaches to determine the maximum design flow depth and maximum 125 

design flow velocity.  126 

The first approach is a site-specific inundation analysis. Such an analysis requires at least a 127 

depth-integrated two-dimensional model for the fluid flow. There are several software packages 128 

available to do these analyses, such as MOST/ComMIT (Titov et al. 2011), COULWAVE (Lynett 129 

et al. 2002), COMCOT (Liu et al., 1995), GeoClaw (LeVeque and George 2008), and 130 

NEOWAVE (Yamazaki et al. 2011). However, it is the authors’ opinion that these analyses 131 

should be carried out only by specialists experienced in tsunami inundation modeling.  132 

For most structures, the standard does not mandate the use of a site-specific inundation 133 

analysis. Instead, it allows use of a simplified ‘Energy Grade Line Analysis’, which 134 

computationally is a straightforward calculation procedure that can be done easily in, for 135 

example, a spreadsheet program and that can be carried out in a typical structural design office. 136 

Even when a site-specific analysis is used, an energy grade line (EGL) analysis is also required 137 

because the velocities from a site specific analysis cannot be used to reduce the design values 138 

below a specified percent of those from an EGL analysis.  139 

Prior to calculating the depth and velocity, an elevation map of the region is required. 140 

Digital Elevation Model (DEM) 141 

Although Google Earth is convenient to view the TDZ and the inundation line, the ground 142 

elevations in Google Earth are not necessarily sufficiently accurate for calculations. More 143 
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accurate digital elevation data can be obtained from the National Oceanic and Atmospheric 144 

Administration (NOAA) National Centers for Environmental Information (NCEI) (NOAA 2015). 145 

The metadata associated with the dataset will specify the resolution. For many areas, a cell size 146 

of 1/3 arc sec, i.e. approximately 10 m (33 ft), will be available. The data is provided in the 147 

format of a ‘matrix’ of elevation values referenced to a vertical datum of Mean High Water 148 

(MHW), North America Vertical Datum of 1988 (NAVD88), or Mean Sea Level (MSL). The 149 

metadata specify the datum as well as the latitude and longitude of the bottom left cell. The 150 

coordinates of the other data points are obtained by incrementing the starting coordinates with 151 

the cell size (e.g., 1/3 arc sec). These data can be viewed in a variety of software tools, including 152 

ArcGIS (ESRI 2015) and Matlab (MathWorks 2015). The DEM data for the specific building 153 

site, including the region from the coast to the inundation limit, can be combined with ASCE’s 154 

digital runup data from step 1.  155 

Figure 3a, which was created using Matlab, shows for Hilo the topography based on the 156 

NOAA DEM data (Love et al. 2011), referenced to MHW, and the ASCE inundation limit. Note 157 

that the ASCE inundation data consists of discrete data points consisting of latitude, longitude, 158 

and runup elevation. It should be noted that the runup points from Figure 2 were used to produce 159 

a more functional inundation line in Figure 3. 160 

The ASCE runup heights are referenced to the vertical datum of MHW and NAVD88 for 161 

coastal regions of Washington, Oregon, and California. Because the NAVD88 datum is not 162 

available in Alaska and Hawaii, the runup heights in coastal regions of these two states are 163 

referenced to MHW. To use the ASCE runup elevations, one should ensure that the elevations are 164 

relative to the same datum as used for the DEM datum.  165 

Reconciling DEM data and runup elevation  166 

There can be a mismatch between the DEM elevation and the runup elevation; that is, the 167 

elevation for given latitude and longitude in the DEM data may not match the ASCE runup 168 

elevation for the same point. There are several reasons for this. First, the DEM data that a user 169 

has obtained per the previous section may differ from the DEM data that was used for the runup 170 

modeling. For Hilo, the topographic data in the Hilo DEM used for the ASCE inundation 171 

simulations were obtained from the National Geospatial-Intelligence Agency (NGA) Hawaii 172 

Interferometric Synthetic Aperture Radar (IfSAR). The IfSAR dataset is more accurate than the 173 
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United States Geological Survey (USGS) 1/3-arc-sec National Elevation Dataset (NED) 174 

available to the general public through the NCEI. Love et al. (2011) reported that the IfSAR data 175 

has a vertical accuracy of 2 m or better in areas of unobstructed ground. This vertical accuracy is 176 

poorer than topographic lidar (0.14 to 0.2 m) but much greater than the USGS NED 1/3-arc-sec 177 

data, which may have as poor as 7 to 15 m vertical accuracy (Love et al., 2011). In situations 178 

where the DEM data used for the ASCE runup simulations are not available, one should use the 179 

ASCE inundation limit together with the most accurate DEM data that is available.  180 

A comparison of the DEMs using IfSAR and USGS NED topography is presented in Figure 181 

3. The DEM using the IfSAR topography (Figure 3a) provides a greater level of accuracy than 182 

the one using the USGS NED topography (Figure 3b). The errors in elevation between the two 183 

DEMs are illustrated in Figure 3c. As illustrated the elevation errors for this region occur 184 

primarily outside of the tsunami design zone. The sensitivity of results to the difference in DEMs 185 

will be investigated subsequently. 186 

To understand the second reason for possible discrepancies, one must understand how the 187 

runup data are obtained. The runup modeling is two-dimensional using a grid in the horizontal x-188 

y plane, and each cell (element) is given a constant elevation. The grid size used for the ASCE 189 

runup simulations was 2 arc sec (~ 60 m). If the DEM data are at 1/3 arc sec (~ 10 m), then there 190 

are 36 DEM cells per runup modeling element, and the runup element uses an average elevation. 191 

Therefore, it is possible for the runup elevation (the sum of the element elevation and the 192 

calculated water depth) to be either larger or smaller than the DEM elevation for a given point. 193 

Figure 4 illustrates a hypothetical situation where the ground profile is increasing in elevation 194 

from left to right. The ‘DEM data’ is shown as discrete points on the ground profile. Programs 195 

will typically interpolate linearly when queried for the elevation between defined DEM data 196 

points. Clearly, the ground elevation of a point corresponding to the last ‘wet’ element can be 197 

either below the calculated water elevation or above it. Even if the same data and same grid 198 

spacing were to be used, there could be a mismatch because the modeling software can only 199 

calculate a finite water depth; that is, it will never calculate a water elevation that will equal the 200 

elevation of the element. Indeed, the runup model used to compute the ASCE TDZ considers the 201 

cell to be ‘dry’ when the water depth in that cell is less than 0.1 m.  202 

The standard assumes the water depth at the inundation limit is zero. However, it should be 203 
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obtained by subtracting the DEM ground elevation from the ASCE runup elevation. The 204 

situation when the runup elevation is significantly higher than the ground elevation is discussed 205 

subsequently.  206 

Flow transect  207 

The next step to determine the maximum depth and velocity is to establish a flow transect 208 

from the shoreline, through the building site, to the inundation limit. The basic approach is to 209 

establish a point on shore where a line parallel to the shore, averaged over 304 m (1,000 ft), i.e., 210 

±152 m (±500 ft) on either side, has a normal that passes through the building site. Consider 211 

building site A in Figure 5. The line “Flow Transect” illustrates an appropriate transect for this 212 

site (the same transect could be used for any building site that falls on the line). This transect 213 

then needs to be rotated ±22.5º about the building site (site A), to obtain a ‘cone’ that extends 214 

from the building site to the inundation line. The design flow conditions may be obtained from 215 

the transect within this cone that results in the most conservative conditions. As explained in the 216 

commentary of ASCE 7-16, the requirement to consider this 45° arc reflects both some 217 

variability in the flow direction, and hence the direction of force, as well as a desire to obtain 218 

conservative design values. 219 

There can be several challenges to determining the appropriate transect for certain practical 220 

conditions. The most easily identifiable transect normal to the shore going through Site B 221 

intersects the inundation line before reaching the site, and a different transect must be chosen. 222 

Site C has multiple potential transects. One possibility is to use the closest coast normal; 223 

however, engineering judgment would need to be used, applying an understanding of the likely 224 

direction of flow. The standard also allows a site-specific analysis to be used. If one is carried 225 

out, then it can be used to determine the direction of flow and an appropriate transect can be 226 

chosen. 227 

Once the flow transect has been determined, the distance from the shore to the inundation 228 

limit, xR, is determined. Also, the ground elevations along the transect with a maximum 229 

horizontal spacing of 30.5 m (100 ft) must be determined from the inundation limit to the 230 

building site (or possibly the shore). The result is a set of points (x, z), with the x–coordinate 231 

increasing in the direction from shore to the inundation limit (i.e., directed inland) and z is 232 

directed upwards. For subsequent computation, it is convenient if the first point is at the 233 



 

9 

inundation limit and the last point is at the building site. Also, along the transect appropriate 234 

values for Manning’s coefficient must be chosen. The standard provides common values for 235 

different surfaces, ranging from open land to urban development. Other values from the literature 236 

can be used, e.g., Bunya et al. (2010). It should be noted that it is fairly common for the runup 237 

modeling to be based on a uniform value of 0.03, which is close to ‘bare earth’. However, the 238 

commentary states that the inherent conservatism designed into the EGL analysis typically would 239 

not require the use of a value above 0.05. (As will become clear, using larger values of 240 

Manning’s coefficient results in larger design depths and velocities in the EGL analysis.) 241 

Once xR, the points (x, z), the runup depth hR, and the Manning’s coefficients have been 242 

determined, an EGL analysis can be used to obtain the maximum flow depth and velocity at the 243 

building site. 244 

Energy Grade Line Analysis 245 

The EGL analysis defined in the standard is a somewhat ad hoc method to use the 246 

inundation and runup from a site-specific probabilistic tsunami hazard analysis to obtain the 247 

design flow depth and design flow velocity at a building site. It is a simplified engineering tool to 248 

make tractable for many design situations a problem that would otherwise require sophisticated 249 

numerical modeling. It has been developed to provide statistically conservative results, at least 250 

for the maximum momentum flux that is used for the hydraulic loading. The development and 251 

validation of the method is presented in Kriebel et al. (2016), with some initial tuning of the 252 

method carried out by Wiebe (2013) using FUNWAVE-TVD (Shi et al. 2011). The method has 253 

been based on a very large number of simulations for essentially idealized topographies. It is 254 

therefore important to evaluate the method for real-world scenarios. Comparisons with field 255 

measurements during the Tohoku tsunami indicated that the method provided conservative 256 

values for the sites considered (Carden et al., 2015). Given that it is the velocities that are used 257 

for impact, detailed comparisons between the EGL results and a site-specific analysis are made 258 

herein to contribute to the continuing evaluation of the EGL method. 259 

The EGL analysis is based on the concept of an energy grade line for steady, one-260 

dimensional flow. Because tsunami flow is not steady, some ad hoc modifications are required, 261 

as introduced subsequently. The coordinate along the transect, x, is assumed to increase from 262 

shore to the inundation limit. For steady, one-dimensional flow, the energy equation can be 263 
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written as 264 

 
𝑑𝐸𝑔

𝑑𝑥
= −(𝜙 + 𝑠)  (1) 265 

in which the head above ground elevation is  𝐸𝑔 = ℎ + 𝑢2/2𝑔, with h = flow depth and u = flow 266 

velocity; 𝜙 = 𝑑𝑧 𝑑𝑥⁄  is the ground slope, and 
  
s = u2 [(k n)2 h4/3]  is the standard Manning 267 

formulation for frictional losses. The parameter n is the Manning coefficient and k is 1.0 for SI 268 

units and 1.49 for US customary units.  269 

The standard uses a (forward) Euler approach to solve Eq. (1). Such an approach results in a 270 

simple recursive relation to calculate Eg, if the calculation is started at a location where Eg, h and 271 

u are known. The only location where these are known in advance is at the inundation limit, 272 

where u is assumed to be zero. It should be noted that the standard assumes h is (essentially) zero 273 

at the inundation limit. However, as discussed previously, the ASCE runup height may be larger 274 

than the ground elevation at the inundation limit. As shown subsequently herein, it is better to 275 

modify the procedure to obtain more conservative results in such cases. The commentary to the 276 

standard suggests using a small nominal depth (0.03 m or 0.1 ft) at the inundation limit. This was 277 

chosen to avoid a problem with s when h = 0, but a cleaner solution, used herein, is to set s = 0 278 

whenever h = 0. 279 

Because the initial conditions at the inundation limit are known, the standard cleverly 280 

reverses the direction of evaluation, going from the inundation limit towards shore, and the 281 

relation becomes 282 

 𝐸𝑔,𝑖+1 = 𝐸𝑔,𝑖 + (𝜙𝑖 + 𝑠𝑖) ∙ Δ𝑥𝑖  (2) 283 

where 
  
E

g ,i
 and si are evaluated based on hi and ui, Δ𝑥𝑖 = 𝑥𝑖 − 𝑥𝑖+1, and 𝜙𝑖 = (𝑧𝑖 − 𝑧𝑖+1)/Δ𝑥𝑖. 284 

The index i is 1 at the inundation limit and increases toward the building site. The change in sign 285 

between Eqs. (1) and (2) is because the latter equation progresses in the –x direction. The 286 

calculation can also be extended to the shore if the velocity and flow depth at the shore are 287 

desired. 288 

It should be noted that one can also proceed from shore to the inundation limit. In that case, 289 

however, one must iterate on the flow depth at the shore to obtain the specified flow depth at the 290 

inundation limit (or at whichever target point is used). 291 
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Eq. (2) involves both h and u. For steady flow, the continuity equation for steady flow is 292 

used to provide a second relation. However, this can’t be used in the case of unsteady tsunami 293 

flow, and therefore the standard assumes a relation between the two variables. Specifically, it is 294 

assumed that the Froude number, 
 
Fr = u gh , varies from a maximum value, α, at the shore to 295 

zero at the inundation limit via 296 

 𝐹𝑟 = 𝛼 (1 −
𝑥

𝑥𝑅
)
1/2

 (3) 297 

The square root relation in Eq. (3) was taken as a result of the investigation by Wiebe (2013). 298 

The parameter α is the Froude number at the shore. The standard allows this to be taken as 1.0 299 

unless it is known that the tsunami hits the shore as a bore, in which case a value of 1.3 is to be 300 

used. The standard provides guidance on the conditions that might result in a bore. See Carden et 301 

al. (2015) for justification of the 1.3 value. Eq. (3) allows the Froude number to be determined 302 

for all points prior to evaluating Eq. (2). Although the standard distinguishes between tsunamis 303 

that hit the shore as bores or not to calculate the velocity, the debris impact scenario assumes that 304 

the impact is post-bore, i.e., it does not consider explicitly debris contained in the bore front.  305 

It is now straightforward to formulate Eq. (2) as an explicit algebraic equation in the single 306 

unknown hi+1: 307 

 ℎ𝑖+1 =
ℎ𝑖(1+0.5𝐹𝑟𝑖

2)+(𝜙𝑖+𝑠𝑖)Δ𝑥𝑖

1+0.5𝐹𝑟𝑖+1
2  (4) 308 

The calculation can be stopped once the building site is reached; there is no need to continue to 309 

the shore. Given the maximum design depth, the maximum design velocity is readily calculated 310 

from the Froude number. However, the standard states that the maximum design velocity cannot 311 

be taken smaller than 3.0 m/s (10 ft/s) and it need not be taken greater than 15.2 m/s (50 ft/s). 312 

In some cases, the transect may intersect an elevated portion of land that has a higher 313 

elevation than the runup point. The standard requires the runup point to be at least equal to the 314 

highest elevation along the transect. Therefore, the elevation of the runup point must be raised 315 

artificially to equal the highest elevation along the transect. This was done in Figure 6, which 316 

shows the result of the EGL analysis for the flow transect at Site A. Note that the zero location 317 

for this site corresponds to the building site, not the shore. 318 
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Performance and Modifications of EGL Analysis 319 

The EGL approach is compared with the results of the ASCE site specific analyses for the three 320 

transects at each site (A, B and C) identified in Figure 5. The site-specific inundation analyses 321 

were carried out with the tsunami model MOST (Method of Splitting Tsunamis) (Titov and 322 

Gonzalez 1997; Titov and Synolakis 1998). The maximum velocity and maximum inundation 323 

depth at the site from the site specific analyses are given in Table 1; note that the maximum 324 

depth and maximum velocity do not occur simultaneously. The results from the EGL analyses 325 

for the three transects at each site are also shown. The most likely scenario will be to use the 326 

values from the transect with the maximum momentum flux to define the inundation at the site, 327 

as compared to using different values for different directions. These results are noted in bold in 328 

the table. As illustrated, the difference in the transect path and topography can result in a 329 

considerable variation in estimated inundation for a given site. The EGL method underestimated 330 

the site specific inundation at all but one site and underestimates the velocity at all sites. Part of 331 

the underestimation can be attributed to the fact that the velocity and inundation height at the run 332 

up is assumed to be zero in the EGL analysis, when in reality this may not be the case.  Utilizing 333 

the known inundation elevation at the run up line, which is provided as part of the available TDZ 334 

data, a modified approach to the EGL analysis is proposed here to account for the fact that the 335 

inundation at the run up point may not be zero.  336 

Extended EGL Analysis 337 

The modified EGL analysis, referred to as the Extended EGL, involves extending the 338 

transect past the run up to a point where the ground elevation is equal to the runup height at the 339 

inundation limit.  The EGL analysis is then performed following the same procedure outlined 340 

previously from the extended EGL end point to the site.  Extending the EGL results a non-zero 341 

inundation elevation at the run up as well as a non-zero velocity at this location.   342 

The EGL and extended EGL are compared in Figure 6 for site A and in Table 1 for sites A, 343 

B, and C. The extended EGL transects are also illustrated in Figure 5. Note that due to the 344 

ground topography and the water depth at the run up the extension can in some cases be very 345 

long (see transect C1) or very short (see transect B2). Because the length of the transect is 346 

extended and the starting elevation is higher, the velocity and inundation increase. This is clear 347 

from the comparison of the EGL and extended EGL for the flow transect at site A (Figure 6). As 348 
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Table 1 reveals, the Extended EGL results in a conservative estimate of the inundation depth at 349 

all three sites. While the corresponding velocities also increase significantly, they are still 350 

underpredicted, in this case by an average of 16%. Based on these comparisons the extended 351 

EGL method is recommended. 352 

Sensitivity of EGL Analysis to DEM 353 

The sensitivity of the EGL results to variations in DEMs is examined using the IfSAR and 354 

USGS DEM ground elevation data. The results of the Extended EGL method are compared to the 355 

site specific analyses. The extended EGL was run for each of the three transects from site A.  The 356 

velocity and inundation depth and ground elevation from the site to the extended run up are 357 

shown in Figure 7. Because the site specific data are based on the IfSAR data, but at a reduced 358 

sampling resolution as discussed above, these two elevations are comparable. The elevations 359 

between the USGS and IfSAR data show some differences, most notably for the +22.5 and 360 

Center transects beyond the inundation limit. The EGL estimates of velocity and inundation are 361 

similar for both DEMs. Depending on the differences in topography, in some cases the IfSAR 362 

data result in higher values and in other cases lower. Based on this comparison the difference in 363 

DEMs would not result in considerable differences in estimated demands. That is, the method 364 

appears to be relatively stable with respect to small differences in elevation models. 365 

Recommended Flow Depth and Velocity for Design 366 

For steady flow, the depth and velocity from the energy approach occur at the same time, but 367 

this is not the situation for a tsunami. It is assumed that the depth and velocity determined by the 368 

EGL analysis are the maximum values over all time, but clearly in a tsunami these maxima do 369 

not occur simultaneously. Based on video analysis after the Tohoku tsunami (Ngo and Robertson, 370 

2012) as well as numerical simulations, the standard assumes a phase-shifted variation of these 371 

two quantities. Based on this variation, the standard specifies three Load Cases. Load Case 1 is 372 

meant primarily to check building buoyancy effects on initial arrival of the tsunami. Although 373 

there are some cases where it might govern for impact, it is building-specific and will not be 374 

considered herein. In Load Case 2, the maximum velocity obtained in the EGL analysis is 375 

assumed to occur with a flow depth equal to 2/3 the maximum depth computed in the EGL 376 

analysis. In Load Case 3, the velocity is taken to be 1/3 the maximum from the EGL analysis 377 
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with the maximum flow depth.  378 

As mentioned, if the maximum flow depth at the building site is less than 0.914 m (3 ft), 379 

then the standard does not require one to consider debris impact. Otherwise, the container impact 380 

hazard region must be determined to ascertain whether or not the building site is within this 381 

region. 382 

Container Impact Hazard Region 383 

The procedure to define the tsunami hazard zone was based on the post-Tohoku analysis of 384 

the displacement of containers and boats documented in Naito et al. (2014). A second EGL 385 

analysis is required to determine the container impact hazard region. In this case, the ‘building 386 

site’ in the previous section is taken to be the container yard. That is, the transect goes from 387 

shore, through the center of the yard, to the inundation limit; see Figure 8. The depths along this 388 

transect are calculated as above. The nominal container impact hazard region extends from the 389 

container yard along the transect until a depth of 0.914 m (3 ft) is reached. As before, a 45º cone 390 

is drawn, with a vertex at the container yard. Multiple transects in this cone can be evaluated to 391 

determine the extent of the inflow hazard region based on this depth criterion. In this case, the 392 

minimum flow depth is reached very close to the inundation limit; see Figure 8.  393 

The inflow hazard region can be terminated prior to the 0.914 m (3 ft) water depth based on 394 

the ‘density’ of the dispersed shipping containers. An estimate of the total plan areas of all the 395 

shipping containers likely to be at the container yard is made. This area is then distributed across 396 

the land area until the cone has an average ‘container density’ (container plan area to ground 397 

area) of 2%. If the extent of this area is less than the depth limit, the extent of the hazard region 398 

can be curtailed.  399 

As noted previously, relatively little work has been done on tsunami debris dispersion, 400 

especially in a quantitative sense that can then be applied to structural design. There is no 401 

“model” available. The method in the standard is based on relatively limited data from one event, 402 

the 2011 Tohoku tsunami (Naito et al. 2014). Therefore, application of this hazard region 403 

specification requires engineering judgement. If an engineer has reason to believe that the hazard 404 

region should be expanded, then that should be done. The standard specifies minimum design 405 

loads. 406 

For the Hilo example illustrated in Figure 8, the authors estimate a worst case of 514 – 6.2 m 407 
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(20 ft) and 1,418 – 12.2 m (40 ft) standard shipping containers at the container yard. With an 408 

average density of 2%, this equates to a 45º arc with a radius of 2.52 km (8,260 ft). For this case 409 

the 2% arc exceeds the runup line and therefore this criterion is not effective at this location and 410 

the limit of 0.914 m (3 ft) governs the extent of the impact hazard region. 411 

The extent of the hazard area can also be curtailed if there are structural steel and/or 412 

concrete structures inland of the yard that are deemed to form an effective barrier to dispersal of 413 

the containers. The height of these structures must be at least the calculated water depth minus 414 

0.61 m (2 ft). If there is more than 0.61 m (2 ft) of water over the structures, then it is assumed 415 

the containers can float over them. The Hilo area provides no such barrier. 416 

Once the inflow hazard region is determined, the cone is ‘flipped’ so that the vertex is now 417 

at the inland extent of the region, which in this case is the 0.914 m (3 ft) inundation depth along 418 

the central transect. This cone is extended to the shore to define the outflow hazard region; see 419 

Figure 8. The union of these two areas defines the container impact hazard region. If the building 420 

site is in the inflow (outflow) region only, it need be designed only for impact on the shore 421 

(leeward) side of the structure. If it is in both regions, it must be designed for impact in both 422 

directions. 423 

Impact Force and Duration 424 

In lieu of further analysis, the standard allows a conservative prescriptive design load of 955 425 

kN (214.5 kips) to be used. This load should be multiplied by the importance factor, which is 1.0 426 

for Tsunami Risk Category II buildings and 1.25 for Tsunami Risk Category III and IV buildings. 427 

The Tsunami Risk Categories are based on ASCE 7 Risk Categories with minor modifications 428 

for tsunami effects. In the following, all forces are computed based on an importance factor of 429 

1.0.  430 

The standard specifies equations to obtain a design load that may be smaller than above. The 431 

equation for the nominal instantaneous impact force, Fni, is 432 

 
 
F

ni
= u km

d
  (5) 433 

in which  u 
is the flow velocity, k is most often the container stiffness, and md is the mass of the 434 

empty container. The standard provides values of k for 6.1 m (20 ft) and 12.2 m (40 ft) 435 

containers: 42.9 MN/m (245 kip/in) and 29.8 MN/m (170 kip/in), respectively. The 436 
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corresponding values for empty mass (weight) are 2,270 kg (5,000 lb) and 3,810 kg (8,400 lb). 437 

The flow speed is used as a conservative estimate, based on the assumption that the container has 438 

had sufficient time to obtain that speed, and has not been hindered by interaction with the ground 439 

or other obstacles. The maximum value of Fni is obtained by using the maximum flow speed at 440 

the site calculated in the EGL analysis. In any event, the value of Fni need not be taken larger 441 

than 980 kN (220 kips). Interestingly, for 6.1 m (20 ft) and 12.2 m (40 ft) containers, Eq. 5 442 

results in the limiting force being reached at 3.1 m/s (10.2 ft/s) and 2.88 m/s (9.45 ft/s), 443 

respectively. Therefore, the limit will almost always be reached, although there is still an 444 

advantage of doing the calculations because of the different load cases. In addition, the stiffness k 445 

in Eq. 5 is actually to be the lessor of the container stiffness and the stiffness of the structural 446 

member being impacted, such as a column or a wall. Therefore, it is possible to obtain smaller 447 

impact forces if the stiffness of the structural member is smaller than the container stiffness. 448 

The structural member can be impacted in a flexural mode or in a shear mode. The flexural 449 

column stiffness associated with a mid-height impact is illustrated in Figure 9. The flexural 450 

member stiffness for fixed-fixed, simple-simple, and simple-fixed boundary conditions are 451 

illustrated and compared to the recommended container stiffness of 42.9 MN/m (245 kip/in) and 452 

29.8 MN/m (170 kip/in) for the 6.1 m (20 ft) and 12.2 m (40 ft) shipping containers under 453 

longitudinal impact. The column stiffness are expressed as functions of the shear stiffness EI/L3, 454 

where E is the elastic modulus, I is the gross moment of inertia, and L is the span. Hence, Figure 455 

9 can be used for any generic column. For example, to determine the stiffness to use in Eq. 5 for 456 

impact of a 12.2 m (40 ft) container on a 457 mm (18 in) square concrete column, the EI/L3 value 457 

would need to be computed. If the column is 6.10 m (20 ft) long with an elastic modulus of 25.2 458 

GPa (3650 ksi), the EI/L3 would be 405 kN/m (2.31 kip/in). For a simple-simple boundary 459 

condition, the structural stiffness of the component would control and the stiffness would be 19.3 460 

MN/m (110 kip/in). However, for simple-fixed or fixed-fixed boundary conditions, the container 461 

stiffness would control and the stiffness would be limited to 29.8 MN/m (170 kip/in). For a shear 462 

dominated impact (i.e., one near the support) the shear stiffness of the structural member would 463 

exceed the container stiffness for most common elements. For example the shear stiffness for an 464 

impact point load on a 457 mm (18 in) square concrete column located one column depth from 465 

the support would be 5,040 MN/m (28,800 kip/in).  466 

Eq. 5 gives the nominal maximum instantaneous impact force. The design instantaneous 467 
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impact force, Fi, is obtained from Fni by multiplying by two factors (in addition to the 468 

importance factor discussed above). The equation for Fni is based on a conservative head-on 469 

impact scenario. To reflect that the impact will most probably be at an oblique angle, which 470 

would result in a lower force, Fni is multiplied by an orientation coefficient of 0.65. For example, 471 

this drops the 980 kN (220 kip) force to 637 kN (143 k).  472 

The second factor relates to the dynamics of impact. A typical design approach is to apply 473 

the force statically, and therefore a dynamic response factor, Rmax, must be applied. Rmax depends 474 

on the ratio of the duration of impact to the natural period of the structural member being 475 

impacted. The duration of impact is taken as 476 

 

  

t
d

=
2m

d
u

max

F
ni

  (6) 477 

for an empty container and  478 

 

  

t
d

=
m

d
+ m

contents( )u
max

F
ni

  (7) 479 

for a loaded container. 
 
m

contents
 is assumed to be 50% of the maximum rated content capacity of 480 

the container, and values are given in the standard. Based on these two durations, the maximum 481 

dynamic response factor is selected to obtain Fi. The dynamic response factor is essentially the 482 

same as specified in ASCE 7-10 in the flood commentary (ASCE 2010). It has a minimum value 483 

of 0 for a duration of 0, has a peak of 1.8, and levels off at 1.5 for impact durations that are long 484 

relative to the natural period of the structural member. Because Rmax depends on the structural 485 

member’s period, the forces presented subsequently do not include this factor (i.e., they are for a 486 

factor of 1.0). 487 

Results of EGL Analysis for Hilo 488 

A debris source consisting of a container yard is identified at coordinates (19.7303°,–489 

155.0536°). The geometry of the yard is demarked using imagery from Google Earth as 490 

illustrated in Figure 2. The geometric center of the yard is identified and used as the vertex for 491 

the inflow hazard region as previously illustrated in Figure 8.  492 

For illustration purposes the inundation depth and maximum flow velocity were calculated 493 
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over the entire container impact hazard region. An EGL analysis was conducted over the region 494 

every 0.001° longitude and latitude, which corresponds to a grid spacing of approximately 110 m 495 

(360 ft). The maximum inundation depths and velocities are illustrated as contour plots in Figure 496 

10. From the velocity data the design instantaneous debris impact force can be computed. Herein 497 

the force generated from a 6.1 m (20 ft) container is illustrated. As noted previously due to the 498 

requirement that the minimum inundation velocity be  3.05 m/s (10 ft/s) and that the maximum 499 

impact force may be limited to 637 kN (143 kip), load case 2 results in the 637 kN (143 kip) 500 

demand over the container impact region where inundation depth exceeds 0.914 m (3 ft). For 501 

load case 3 the velocities are reduced to 1/3 and therefore the maximum force is only achieved 502 

for sites near the coast (Figure 11). 503 

Conclusions 504 

The 2016 edition of the ASCE 7 Load Standard details an approach to determine design 505 

forces generated by impact of tsunami borne debris. The approach consists of the identification 506 

of the tsunami design zone, determination of a debris site within the tsunami design zone, 507 

computation of impact hazard region from the debris site, and the computation of the design flow 508 

velocity and depth using the EGL method. The flow depth is used to determine if debris can 509 

travel to the building site as well as the height of impact loads. The flow velocity is used to 510 

determine the design impact load for the structure. The paper provides a case study that 511 

illustrates the methodology for Hilo, Hawaii. In addition to demonstrating the procedures for 512 

practicing engineers, a modification of the EGL method is proposed for when the ASCE-513 

provided inundation depth at the inundation limit is not zero. In addition, results indicate that the 514 

EGL results may not be overly sensitive to reasonably small variations in the DEM. The paper 515 

should be of interest to practicing engineers faced with applying the new methodology. 516 

The standard represents a first attempt to provide design engineers with appropriate loads to 517 

design for container impact. The standard uses a combination of state-of-the-art methodology 518 

(e.g., the site specific inundation analysis) and practical, simplified approaches (e.g., the energy 519 

grade line method). There are a number of areas in which improvements can be made. First, the 520 

inundation simulation tools have been validated primarily in terms of inundation and runup; 521 

Although studies have been carried out to validate nearshore flow velocities (Arcas and Wei, 522 

2011; Yamazaki et al., 2012; Arcos and LeVeque, 2014; Admire et al., 2014; Zhou et al., 2014), 523 
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additional validation is needed for the flow velocities based on field measurements in the 524 

flooding zone. The EGL method should be developed further, including validating or improving 525 

the assumption of the variation of Froude number and considering more complicated scenarios 526 

than straight transects. The impact force equation is based principally on either a rigid structure 527 

or a rigid debris; this can be improved; see Khowitar et al. (2014, 2015) for improved 528 

formulations. The authors anticipate that the 2022 edition of ASCE 7 will have some of these, 529 

and other, improvements. 530 
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Tables 693 

Table 1: Comparison of EGL, extended EGL and site specific analyses 

Site Transect 

Inundation Depth [m (ft)] Velocity [m/s (ft/s)] 

EGL 

Extended 

EGL 

Site 

Specific EGL 

Extended 

EGL Site Specific 

A (-) 22.5 6.19(20.31) 7.03(23.08) 

7.70(25.27) 

5.98(19.61) 6.48(21.26) 

7.59(24.89) A Center 5.75 (18.88) 10.23(33.57) 5.48(17.97) 7.52(24.67) 

A (+) 22.5 3.61(11.83) 9.05(29.68) 4.22(13.86) 6.81(22.33) 

B 1 0.62(2.03) 3.05(10.00) 

2.62(8.61) 

0.75(2.45) 2.26(7.42) 

2.93(9.60) B 2 0.41(1.36) 1.66(5.44) 0.59(1.93) 1.21(3.97) 

B 3 0.81(2.66) 3.25(10.67) 1.03(3.38) 2.25(7.38) 

C 1 1.26(4.12) 10.19(33.43) 

7.68(25.19) 

2.43(7.97) 8.55(28.04) 

11.31(37.12) C 2 6.73(22.07) 8.76(28.74) 7.05(23.14) 8.17(26.80) 

C 3 8.12(26.63) 9.36(30.70) 7.85(25.74) 8.46(27.76) 

 694 



Figure 1. Tsunami Design Zone for Hilo (Data MBARI, Data
SOEST/UHM, Image © 2015 DigitalGlobe)

Click here to download Figure Figure1.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120499&guid=a40550fb-05d3-4c9a-a29a-a50c72ec28fb&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120499&guid=a40550fb-05d3-4c9a-a29a-a50c72ec28fb&scheme=1


Figure 2. Points of runup height along the inundation limit for Hilo
(Data MBARI, Data SOEST/UHM, Image © 2015 DigitalGlobe)

Click here to download Figure Figure2.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120500&guid=adbf4127-abf6-467e-a83e-a0b1ec0d5035&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120500&guid=adbf4127-abf6-467e-a83e-a0b1ec0d5035&scheme=1


Figure 3(a) DEM topographic data and runup for the Hilo area
using USGS NED topography

Click here to download Figure Figure3a.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120510&guid=eba1841f-aa2b-4e96-8657-254c260cb1d9&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120510&guid=eba1841f-aa2b-4e96-8657-254c260cb1d9&scheme=1


Figure 3(b) DEM using NGA IfSAR topography Click here to download Figure Figure3b.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120511&guid=994562b1-4f7a-4b49-b6b9-98499b3e4a79&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120511&guid=994562b1-4f7a-4b49-b6b9-98499b3e4a79&scheme=1


Figure 3(c) Elevation difference in feet between the DEM using
NGA IfSAR and USGS NED topography

Click here to download Figure Figure3c.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120512&guid=abb8e60d-6a47-43c8-b982-44d3bdfda645&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120512&guid=abb8e60d-6a47-43c8-b982-44d3bdfda645&scheme=1


Figure 4. Discrepancy between models Click here to download Figure Figure4.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120501&guid=94ea92af-56e3-4f24-9924-0ba333342a35&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120501&guid=94ea92af-56e3-4f24-9924-0ba333342a35&scheme=1


Figure 5. Transects from shore Click here to download Figure Figure5.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120502&guid=39902799-c6d2-436b-bf07-24d6e1be4292&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120502&guid=39902799-c6d2-436b-bf07-24d6e1be4292&scheme=1


Figure 6. Comparison of EGL and Extended EGL for flow transect at site A Click here to download Figure Figure6.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120503&guid=d29b0662-22de-4f29-8e17-3a7b5ec08e21&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120503&guid=d29b0662-22de-4f29-8e17-3a7b5ec08e21&scheme=1


Figure 7. Comparison of DEMs with site specific data at Site A Click here to download Figure Figure7-new.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120515&guid=ec6fea78-ab22-4cc9-a56f-d1c3ba52b851&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120515&guid=ec6fea78-ab22-4cc9-a56f-d1c3ba52b851&scheme=1


Figure 8. Container Impact Hazard Region (adapted from Riggs et al. 2015) Click here to download Figure Figure8.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120504&guid=152db309-461b-47e1-9842-8b05fdde0ca7&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120504&guid=152db309-461b-47e1-9842-8b05fdde0ca7&scheme=1


Figure 9. Stiffness of structural component based on mid-height impact Click here to download Figure figure9.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120505&guid=5f35b17e-4a9c-42d8-9d71-d5f753e0d056&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120505&guid=5f35b17e-4a9c-42d8-9d71-d5f753e0d056&scheme=1


Figure 10. Maximum inundation depth (a) and flow velocity Click here to download Figure Figure10a.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120506&guid=83821404-bcd8-46d2-863b-08999b35797d&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120506&guid=83821404-bcd8-46d2-863b-08999b35797d&scheme=1


Figure 10. Maximum inundation depth (b) in container impact hazard region Click here to download Figure Figure10b.tif 

http://www.editorialmanager.com/jrnwweng/download.aspx?id=120507&guid=417483bc-aee6-41a8-a6ea-58297063cf7f&scheme=1
http://www.editorialmanager.com/jrnwweng/download.aspx?id=120507&guid=417483bc-aee6-41a8-a6ea-58297063cf7f&scheme=1
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